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Abstract

DNS protocol is critically important for secure network operations. All networked applications re-
quest DNS protocol to translate the network domain names to correct IP addresses. The DNS protocol
is prone to attacks like cache poisoning attacks and DNS hijacking attacks that can lead to compro-
mising user’s accounts and stored information. In this paper, we present an anomaly based Intrusion
Detection System (IDS) for the DNS protocol (DNS-IDS) that models the normal operations of the
DNS protocol and accurately detects any abnormal behavior or exploitation of the protocol. The
DNS-IDS system operates in two phases, the training phase and the operational phase. In the train-
ing phase, the normal behavior of the DNS protocol is modeled as a finite state machine where we
derive the temporal statistics of normal DNS traffic. Then we develop an anomaly metric for the
DNS protocol that is a function of the temporal statistics for both the normal and abnormal transi-
tions of the DNS protocol. During the operational phase, the anomaly metric is used to detect DNS
attacks (both known and novel attacks). We have evaluated our approach against a wide range of
DNS attacks (DNS hijacking, Kaminsky attack, amplification attack, Birthday attack, DNS Rebind-
ing attack). Our results show attack detection rate of 97% with very low false positive alarm rate
(0.01397%), and round 3% false negatives.

Keywords: DNS, Intrusion detection system, Anomaly detection, Machine learning, Data mining,
Supervised training.

1 Introduction

Domain Name System (DNS) is used to associate a domain name with an IP address. It is one of the
mostprominently used protocols over the internet, used by for domain name resolution by users during
user to user communication and server to server communication. With the current trends in the growth
of Internet of Everything (IOE), wherein all user appliances ranging from cars to microwave ovens will
be connected to the internet, the DNS protocol is set to play an even more important role.

The DNS protocol is a query/reply based protocol where the authenticity of the reply is not confirmed
or confirmed by approaches that can be thwarted easily. One of the distinguishing features of the DNS
protocol is caching of the DNS replies in local DNS servers, so that future look up of these domains
can be achieved with minimum delay. This feature of the DNS protocol is exploited by attacks like the
Kaminsky[6] attack shown by Dan Kaminsky. The Kaminsky attack showed that cache poisoning could
be used to hijack not only a domain but also a complete zone. Attacks on the DNS protocol are not lim-
ited to cache poisoning. For example, DNS amplification[8, 14] attack does not involve cache poisoning
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but can be used to attack DNS servers. Attacks like the DNS tunneling attack could be used to setup a
secret communication link over the internet.

DNS protocol has many revisions. Some of the important modifications to the protocol were the ran-
domization of the source port and transaction id as a means to thwart the Kaminsky attack. Also secured
versions of the DNS protocol (e.g. DNSSEC [2] ) have also been introduced. As a part of the DNSSEC,
the extensions added to the resolver the ability to perform origin authentication and data integrity on
the received replies. But the use of this secured protocol comes with problems like, broken validations
which may result into a denial of service[10]. Moreover the adoption of the DNSSEC protocol causes
a significant increase in DNS traffic over the network. This increase in the traffic is not justified by the
small amount of security improvement that the protocol provides[7].

In this paper we present an anomaly based intrusion detection system to protect the operations of the
DNS protocol against cyber attacks. The approach uses supervised machine learning to understand the
normal behavior of the protocol and then uses this understanding of the normal behavior of the protocol
to detect attacks. Our approach can detect existing as well as new or modified DNS attacks with low false
positive alarm rates (less than 0.01397%). The paper is organized into the following sections: Section
2 reviews briefly the DNS protocol, Section 3 discusses the related work, Section 4 presents our DNS
IDS approach, Section 5 presents our experimental results, and Section 6 presents conclusion and future
research direction.

2 DNS Protocol

DNS is a distributed naming system that utilizes a set of hierarchically connected DNS servers while
maintaining a client server model. It is used to translate the human readable domain names to IP ad-
dresses. The DNS passes the queries hierarchically over a tree like domain space network and the query
for a particular domain travels up the network till it reaches the authoritative server for the requested
domain. Then the server sends a reply down the tree to the requesting source with a DNS reply. This
tree network is subdivided into smaller networks called zones beginning at the root zone. Each zone
has at least one authoritative name server that provides authoritative replies for that zone. A zone may
contain multiple domains. An authoritative server may sometimes delegate its task of answering queries
for a domain in its zone to some other DNS server that is authoritative to a sub zone. Generally the host
of a network has a list of root authoritative servers. These servers are used as a query initiation point.
These servers then pass the query up the tree until it reaches the correct authoritative DNS server which
then generates a reply to the query and sends it back to the local DNS server which in turn sends the
reply back to the requesting machine’s resolver. Generally depending on the Time to Live(TTL) of the
DNS reply and the type of the DNS server involved, the reply that a server receives is cached by the
DNS server for future query replies. The TTL of the cached records is reduced with time. This cached
record of DNS query-reply is flushed out when the TTL of that particular record reduces to zero. A DNS
server can be configured to query recursively. It can also be configured to just forward the queries that
it receives. Generally a DNS query is of a particular type (example Type A- 32 bit IP address). A list of
the general queries in a network is given in Table 1.
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Table 1: Common DNS message types
Type Description

A

A 32-bit IPv4 address, most
commonly used to map host-
names to the IP address of the
host

AAA

A 128-bit IPv6 address, most
commonly used to map host-
names to the IP address of the
host

NS
Specifies the authoritative name
servers for related zones.

CNAME

Alias of one name to another
canonical name. The DNS
lookup will continue by retrying
the lookup with the new canoni-
cal name

MX
Maps a domain name to a list
of message exchange agents for
that domain.

SOA

Specifies authoritative informa-
tion about a DNS zone, includ-
ing the primary name server, the
email of the domain administra-
tor, the domain serial number,
and several timers relating to re-
freshing the zone.

TXT
Originally for arbitrary human-
readable text in a DNS record.

PTR

Pointer to a canonical name. Un-
like a CNAME, in PTR DNS
processing does not proceed,
just the name is returned. The
most common use is for imple-
menting reverse DNS lookups.

The reply to a query can be of any size. If the reply to a query is more than the size of the MTU
then the reply is fragmented into multiple packets. At the user end, a DNS resolver is responsible for
resolving the DNS information for a particular system. A resolver may be implemented by an operating
system or locally by a web browser. A resolver is generally configured to cache the replies to the queries
that it sends over the network for future use till the TTL for the reply is greater than zero.
Typically, the DNS protocol operates over the UDP. The DNS packet has a header as shown in Figure 1.
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Figure 1: DNS message Format

3 Related Work

In general there are two main approaches to protect the DNS protocol against cyber attacks. The first
approach is the use of DNSSEC[7] in which the DNS protocol has been significantly changed by adding
security features The second approach is to use an intrusion detection system(IDS) to detect attacks that
are launched over the network[17, 16, 18]. The use of DNSSEC to secure the DNS protocol has certain
problems like broken validations which give results similar to self DoS[10], and the system generates
large number of DNS responses for a small increase in the DNS protocol security[7].

The goal of the IDS methods is to analyze normal and abnormal behavior of the DNS traffic to detect
threats against the DNS protocol [17, 16, 18, 9]. Since our approach focuses on detecting attacks against
the DNS protocol, we will focus our analysis at different levels of the Domain Name hierarchy during
a period of time in order to model the temporal transitions of normal DNS traffic. Other techniques
focused on developing statistical models for the DNS traffic without any detection approach. But there
are other methods [17, 16, 9] which have proposed anomaly detection mechanisms for DNS protocol. In
what follow, we highlight the main approach used by these techniques.

In [17], normal traffic of DNS protocol is monitored and some statistical thresholds for each protocol
parameter are calculated during the training phase. Then during the detection phase, values of these
parameters will be compared with the specified thresholds to detect abnormal traffic. This approach will
be heavily influenced by the traffic context. For example considering the time and the location of the
deployment of the system the traffic of the system will change. Consequently it is difficult to come up
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with a fixed threshold for the system and that results in high false positive alarm rate.

In [16], the authors describe an approach in which they monitor the header information in order to
evaluate the statistical properties of various header parameters with respect to an n-dimensional normal
distribution. The covariance of the parameters is compared with a threshold value to measure the anoma-
lous behavior in case of an attack. They also perform payload scanning and analysis to detect attacks
that are exploiting protocol vulnerabilities. As discussed previously this approach will be affected by the
traffic context. Moreover the value of the threshold that is difficult to determine the optimal value.

In [9] the authors presented an approach in which the flow of DNS traffic between the source and the
destination DNS server is used to detect attacks. As a part of their approach, the authors present different
models that can detect attacks on the DNS protocol. For instance to detect cache poisoning attacks they
use the flow based approach to separate the queries and requests in a flow and calculate if the count is
below a threshold. To detect tunneling attacks using DNS they measure the traffic statistics at standard
DNS ports which is indicative of tunneling activity. Also they present Cross-Entropy Anomaly detection
model which they use to detect anomalies in DNS packet sizes. Where they use cross entropy to detect
changes in the sizes of packets given the normal distribution of packets. They perform decision fusion of
these different models to give one conclusive result of the alerts received from the model.

In [5] the authors present methods to monitor DNS traffic in large networks. They use the concept of
standard flow and extended flow to detect DNS attacks on large networks. They present the use of access
control lists in combination with the standard knowledge presented in a DNS flow to detect malware
infected devices that operate rouge DNS resolvers. They also present a statistical approach to detect
changes in networks DNS behavior patterns.

4 DNS IDS Approach

The proposed system is developed based on the assumption that DNS follows a stateful approach in
which generally consecutive DNS queries and replies from a source are dependent on each other and
the protocol moves through a well defined state machine to perform its request and reply messages. The
DNS state machine can be built dynamically by observing and analyzing the DNS messages as in Figure
2.

The state transitions depend on the Q(TYP) and R(TYP) of the received or sent DNS packets. Gen-
erally the type (TYP) field has 70 different types. Thus due to these different transition values, each
transitions can accept 70 different values. It is manually impossible to go over all these combinations.
Consequently, we use the n-gram approach to model the DNS state transitions[4].

A dnsgram[1, 12] is a data structure the captures important properties of consecutive DNS queries and
replies. Thus a dnsgram of size 5 is used to characterize the properties of 5 consecutive DNS queries and
replies from a source. The dnsgram collection acts like a sliding window over the DNS traffic. Hence
when the system is operating normally, the transitions of protocol will be close to the transitions of the
state machine shown in figure 2. But when the DNS protocol is attacked, it will no longer follow the pro-
tocol state machine and hence its dnsgrams will be significantly different from the normal dnsgrams. To
detect slow attacks and fast attacks, the state transitions of the protocol are observed over a configurable
time window of t seconds. The group of dnsgrams that are observed in this time window of t seconds is
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Figure 2: DNS protocol state diagram

called a dnsflow[1, 12].

The architecture of the DNS-IDS system is shown in Figure 3.

During the training phase of the system, supervised training is used to observe the state transitions of the
DNS protocol. The training phase operates in two stages.

4.1 Stage 1:

During this stage, the state transitions of the protocol are observed as dnsgrams. The dnsgrams are
periodically organized into dnsflows. Then the statistical properties of the dnsgram with respect to the
dnsflow are evaluated. One metric we compute is the number of occurrences of a particular dnsgram in
a dnsflow. The metric values are stored in a Counting Bloom Filter(CBF)[3]. This results in the genera-
tion of two Counting Bloom Filters at the end of the Stage 1. The first CBF is associated with the DNS
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Figure 3: System Architecture

normal traffic and the second CBF is associated with the DNS traffic when it is under a known attack.

4.2 Stage 2:

During this stage of the training, the CBFs obtained in Stage 1 is used to obtain the statistical properties
of the observed dnsflows. The properties obtained during this stage are computed by the equations shown
in Table2.

Table 2: Property extraction equations
n(dnsgrami)normal = min(count(dnsgrami),cb fnormal(dnsgrami)) (1)

n(dnsgrami)abnormal = min(count(dnsgrami),cb fabnormal(dnsgrami)) (2)
normalqueryindex( f low) = ∑n(dnsgrami)normal (3)

abnormalqueryindex( f low) = ∑n(dnsgrami)abnormal (4)

The two query indexes obtained called the normalqueryindex and the abnormalqueryindex are stored
as a 2-tuple data structure that will be used by the Bagging classification algorithm [11]. The use of the
bagging algorithm produces a condition tree that is encoded as if statements that will be used to classify
the normality and the abnormality of the flow.

In the operational mode, the network is monitored at run time for the DNS traffic. The collected DNS
traffic is grouped into dnsgrams. This collection of dnsgrams is then grouped into dnsflows. Statistical
properties of these dnsflows are extracted in timely manner so that the normalqueryindex and abnormal-
queryindex is obtained for a particular flow. These indexes are then compared with the values that are
obtained for normal DNS operations. This comparison then results in the classification of the dnsflows
as normal or abnormal at run time. Our experimental results to be discussed later show that DNS attacks
can be detected with low false positive and negative alarm rates.
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Figure 4: Ratio of new distinct dnsgrams during training phase

5 Experimental Results

5.1 Training Phase :

For a fixed window size of 10 seconds, the system was trained on the DNS traffic of the ACL’s networks.
This traffic, on average, consisted of normal internet traffic of the ACL’s users which consist of 16 desk-
top computers, a number of mobile devices connected to the ACL’s wireless network, and the traffic of
the ACL cloud servers (at any time, at least 20 virtual machines are connected to the network). During
the training phase, the size of the dnsgram was varied from values of 1 to 10 to determine the optimum
size of the dnsgram that provides the best results for the selected time window, i.e., 10 seconds. The
time window of 10 seconds was chosen because it allowed the detection of both fast attacks as well as
slow attacks. As shown in Figure 4, it was observed that for larger dnsgram sizes the number of new
dnsgrams observed decreases to a near zero after a period of 4 days.

We used Bagging classification algorithm to obtain the rules for the conditions for normal and abnormal
dnsgram transitions.

5.2 Operational phase :

During this phase, the rules obtained from the training phase are used to detect anomalous DNS be-
havior that might have been triggered by cyber attacks. The DNS-IDS’s performance was evaluated by
performing various experiments for a dnsgram size of 5.
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Figure 5: Test Bed

5.2.1 Experiment 1: False Positive Calculation

For this experiment, the system was setup on the test bed as shown in Figure 5. The system ran for two
weeks where we observed the DNS traffic and tagged the traffic as normal or abnormal. During these
two weeks, the system did not encounter any known attacks over the experiment period, where a total
number of 82242 dnsgrams of which 1149 dnsgrams were observed to be abnormal. It was observed
that the system gave a false positive rate of 0.01397%.

5.2.2 Experiment 2- Birthday Attack

As a part of this experiment, a Birthday attack[13] was launched in the network. In this attack, the
attacker sends a large number of queries to the local DNS server followed by a large number of replies
to these DNS queries. This attack takes advantage of the birthday paradox to successfully execute the
attack. The intensity of the birthday attack was varied from 30 queries to 1000 queries. The attack was
successfully detected for all these cases.

5.2.3 Experiment 3- DNS Amplification Attack

In this experiment, a DNS amplification attack[14] was launched in the network. The DNS amplification
is a DDoS attack in which the objective of the attacker is to flood the system being attacked with replies
from various DNS servers, which results into a denial of service attack. The DNS amplification attack
intensity varied from 10 queries to 10000 queries. The attack was successfully detected in each case.

5.2.4 Experiment 4- DNS Hijacking

Under this experiment, a DNS hijacking attack[13] was launched in the network. In this attack, the
attacker listens onto the local network and whenever it sees the local DNS server send out a query, it
immediately replies to that query with a predetermined answer, resulting in the domain being hijacked.
Thus when the authentic reply arrives, it is ignored by the local DNS server. This attack was performed
on the network a number of times and has had a 100% detection rate for this attack.
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Figure 6: Normal Traffic vs Abnormal Traffic score

5.2.5 Experiment 5- DNS Tunneling

As a part of this experiment, a DNS tunneling attack[15] was executed in the network. It was observed
that the attack was detected in each case.
Figure 6 shows a graph that maps the a-score value to the probability of the traffic being normal or
abnormal. The large gap between the a-score of the observed attack traffic and that of the normal traffic
indicates that our approach can detect attacks accurately with low positive false rates.

5.2.6 Experiment 6- Random Subdomain Attack

In this experiment, a Random Subdomain Attack was executed on the network, where a local DNS server
was flooded with requests for random subdomains. This results in a denial of service attack. This attack
was successfully detected in each case.

6 Conclusion

In this paper we presented a new anomaly behavior analysis method to detect attacks against the DNS
protocol. Unlike previous works which have only focused on cache poisoning attacks our approach is
general and can be applied to detect any type of DNS attacks (known or unknown). In our approach
the normal DNS traffic is modeled as n consecutive transitions of dnsgram patterns for a dnsflow that
covers a time window t. The statistical properties of the dnsflow are then evaluated and compared with
those obtained during the training phase. Our experimental results show that a dnsgram of size 5 can
be used to detect accurately known DNS attacks such as DNS cache poisoning, DNS amplification and
DNS tunneling with less than 0.01397% false positive and a detection rate of 97%.

94



Anomaly Behavior Analysis of DNS Protocol P. Satam, H. Alipour, Y. Al-Nashif and S. Hariri

Acknowledgement

This work is partly supported by the Air Force Office of Scientific Research (AFOSR) Dynamic Data-
Driven Application Systems (DDDAS) award number FA95550-12-1-0241, National Science Founda-
tion research projects NSF IIP-0758579, NCS-0855087 and IIP-1127873, and Thomson Reuters in the
framework of the Partner University Fund (PUF) project (PUF is a program of the French Embassy in
the United States and the FACE)

References

[1] H. Alipour, Y. Al-Nashif, P. Satam, and S. Hariri. Wireless anomaly detection based on ieee 802.11 behavior
analysis. IEEE Transactions on Information Forensics and Security, 10(10):2158–2170, 2015.

[2] G. Ateniese and S. Mangard. A new approach to dns security (dnssec). In Proc. of the 8th ACM Conference on
Computer and Communications Security (CCS’01), Philadelphia, Pennsylvania, USA, pages 86–95. ACM,
2001.

[3] B. H. Bloom. Space/time trade-offs in hash coding with allowable errors. Communications of the ACM,
13(7):422–426, 1970.

[4] M. Bramer, M. Bramer, and M. Bramer. Principles of data mining, volume 131. Springer, 2007.
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